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Abstract
The epidemic of a new coronavirus disease (COVID-19) has emerged as a global threat. Many countries and their health care 
systems were caught off guard. This study aims to predict the prevalence of COVID-19 in the most infected countries in the 
World Health Organization (WHO) regions in order to have better preparedness in health systems. The Auto-Regressive 
Integrated Moving Average (ARIMA) model was used to predict the pattern of confirmed cases based on epidemiological data 
from Johns Hopkins from February 25 to July 19, 2020. Mean incremental and logarithmic transfers were carried out to sta-
bilize the series. Based on the ACF (AutoCorrelation Function) and PACF (Partial AutoCorrelation Function) charts, the first 
parameters of the model have been identified. The best model was chosen based on the likelihood ratio test and the least per-
formance criteria value among all ARIMA models. Stata software version 12 was used. A number of ARIMA models have been 
formulated with various parameters. ARIMA (6,2,1) for South Africa, ARIMA (6,2,2) for U.S.A, ARIMA (2,1,1) for Iran, ARIMA 
(2,1,1) for Russia, ARIMA (5,2,2) for India, and ARIMA (3,1,2) for Australia were chosen based on the likelihood ratio tests and 
the values of the lower performance criteria. This research demonstrates that ARIMA models are sufficiently effective in pre-
dicting the prevalence of COVID-19 in the future. Predicting trends in COVID-19 prevalence in these countries can convince 
other countries to use this model in their future studies. The analysis results can help governments and health systems under-
stand the patterns of this pandemic and plan for future waves of patients.
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Introduction

A new virus belonging to the family of coronavi-
ruses passed from animals to humans was identified in 
Wuhan, China, in December 2019. The virus can cause 
serious illness and death [1]. It has since been identified 
as a zoonotic coronavirus, similar to the Severe Acute 
Respiratory Syndrome Coronavirus (SARS-CoV) and 
the Middle East Respiratory Syndrome Coronavirus 
(MERS-CoV), and referred to as 2019-nCoV [2]. A total 
of 4515 cases, including 106 deaths, were confirmed on 
27 January 2020 [3]. In the initial research, a number of 
cases visited a local seafood market in Wuhan, indicat-

ing that a common zoonotic exposure could cause this 
new disease [4]. The extent of the prevalence of this 
disease is unclear since the prevalence of this disease is 
currently very dynamic [1]. The capacity to monitor ep-
idemiologically and detect suspected cases varies from 
country to country [5]. Several cases of COVID-19 infec-
tion have also been reported outside China, other Asian 
nations, the United States, Italy, Australia and Iran. In 
this situation, when the illness has no specific treat-
ment, preventing and preparing for the disease in the 
health services is very important. Modeling and pre-
dicting future daily case counts can help the treatment 
system provide services to new patients. The statistical 
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prediction models could be helpful in forecasting and 
controlling this global epidemic threat. The Automat-
ic-Regressive Integrated Moving Average (ARIMA) 
model has been used in the health domain with accu-
rate predictions because of its simple explanation and 
rapid estimation in the correlated dataset [6].

Since the beginning of the COVID19 pandemic, dif-
ferent prediction models have been used for confirmed 
cases and deaths in China. For example, Li et al. devel-
oped a function to predict the pandemic trend with 
data-driven analysis in China [7]. Roosa et al. forecast-
ed a short-term used number of confirmed cases with 
validated phenomenological models in Hubei, China 
[8]. The temporal dynamics of the COVID-19 pandem-
ic in mainland China, Italy, and France were analyzed 
[9]. A standard SIR and SEIR framework were used in 
another study to model COVID-19 in Wuhan Province, 
China [10]. The Adaptive NeuroFuzzy Inference System 
(ANFIS) was used to estimate the number of confirmed 
COVID-19 cases in China by applying an Enhanced 
Flower Pollination Algorithm [11]. Information Based 
Algorithm of the Patient was applied to estimate the 
death rate of COVID-19 using publicly available data [12].

In summary, there are many studies in the literature 
to predict the spread of COVID-19 in China. However, 
this epidemic is growing rapidly throughout the world. 
It is necessary to look at this epidemic globally and si-
multaneously predict cases in all the countries involved 
with Covid-19. The global geographic regions in this 
study are according to six World Health Organization 
(WHO) regions. The countries with the highest cu-
mulative confirmed cases were chosen in each region 
during the study period. The daily confirmed cases 
of COVID-2019 from February 25, 2020 to July 19, 2020 
were collected from Johns Hopkins University’s official 
website to build these models. This study aims to find 
the best predicting model by applying different ARIMA 
models for the most infected countries during the study 
period in six WHO regions (South Africa, U.S.A, Iran, 
Russia, India and Australia) and also to estimate the 
prevalence of COVID-19. These predictive models can 
help patients plan for improved preparation of treat-
ment personnel in these countries in the near future.

Material and methods

Data source

The prevalence data of COVID-19 was taken from 
the Johns Hopkins epidemiological data website 

(https://covid19.who.int/data), and MS Excel was used 
to build a time-series database. To create a stable and 
effective ARIMA model, at least 30 observations are 
required [13]. Therefore, a time series containing at 
least 146 data from 25 February to 19 July was used in 
this study to predict COVID-19 prevalence in the most 
infected countries in WHO regions.

ARIMA models

A time series is a set of data points ordered in time 
[14]. Box and Jenkins introduced the ARIMA model for 
the first time in the 1970s [13]. ARIMA model is general-
ly explained with a three parameter-argument, ARIMA 
(p, d, q), where p is the order of autoregression, d is 
the degree of difference, and q is the order of moving 
average [15]. 

The ARIMA model can also be expressed with oth-
er summary forms such as ARMA model, AR model, I 
model or MA model. In AR (p) model, the current val-
ue of the time series yt is linearly related to its p previ-
ous values vt-1, yt-2,..., yt-p and the current residuals εt. In 
MA (q) model, the current value of the time series yt is 
linearly related to its current and q previous residual 
series εt-1, εt-2,..., εt-q. The statistical form of AR (p) and 
MA (q) models are defined as follows:

yt=φ1 yt-1+ φ2 yt-2+···+ φp yt-p+ εt

yt=θ1 εt-1 – θ2 εt-2 –···– θq εt-q+ εt

Where ϕ and θ are the autoregressive and moving 
average parameters, respectively. yt is the response 
value at time t (daily number of confirmed cases) and 
εt is the random error at time t. The random errors are 
assumed to be independently and identically distribut-
ed with a mean of zero and a constant variance of σ2. 
If AR and MA models become composed, then we will 
have ARMA (p, q) model. In ARMA (p, q), the current 
response of the time series is related linearly to its pre-
vious values as well as the current and previous residu-
al series. The statistical ARMA (p, q) model can be pre-
sented as follows:

yt=α + φ1 yt-1+ φ2 yt-2+···+ φp yt-p+ εt – θ1 εt-1– θ2 εt-2 –···– θq εt-q

Where α is a constant, and εt-1 is the value of the pre-
vious random error. The differentiation could make it 
station if the time series was not stationary in the mean. 
These models are called ARIMA models. In ARIMA (p, 
d, q), d refers to the degree of differentiation [16]. Four 
steps must be completed during the development of an 
ARIMA model, including fixed time series (average and 
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variance stationary), model identification, parameter 
estimation and diagnostic verification [17].

Assessment and identification

Before analyzing, the time series must become a 
station in mean and variance. An average and vari-
ance stationary time series means that the mean and 
variance of the series are constant over time. The 
Dickey-Fuller test [17] to recognize the mean stationary 
values and the Box-Cox test were used to determine if 
the time series are stationary in variance. Log trans-
formation and differences are remedial approaches 
to stabilize the time series for variance and mean, 
respectively [18]. 

Seasonal differences were used to stabilize the se-
ries from the seasonality trend. After reaching a sta-
tionary series, the orders of autoregressive terms (AR) 
and moving mean (MA) must be identified using the au-
tocorrelation function (ACF) and the partial autocorre-
lation function (PACF).

Model parameter estimation

The model parameters were estimated with the 
maximum likelihood approach. As mentioned above, 
many ARIMA models were examined and the likeli-
hood ratio test was used to compare different ARIMA 
models. This test provides a comparison of nested ARI-
MA models. The nested model means the full model 
has only one parameter more than the reduced mod-
el. Besides the likelihood ratio test, the lowest Bayesi-
an information criterion (BIC) and Akaic information 
criterion (AIC) were used to select the best model from 
all significant ARIMA models. The BIC and AIC are ex-
pressed as follows [19]: 

BIC = n. ln(RSS⁄n ) + k. ln (n)

AIC = 2k – 2ln (Ĺ)

Where n is the number of observations, k is the 
number of parameters in the model, RSS is the residu-
al sum of the square, and Ĺ is the maximum likelihood 
value.

Diagnostic checking

The usual procedure to diagnose the goodness of 
fit in a model is to compare actual values with the pre-
dicted values. In this study, three performance crite-
ria, namely Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE) and Mean Absolute Percentage 
Error (MAPE) were used to check the predictive accura-
cy of chosen ARIMA models. The mathematical formu-
las of these criteria are expressed in Eqs [5–7].
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Where yt is the observed response at time t, et is the 
residual at time t and n is the number of observations. 
Lower RMSE, MAE, and MAPE values show a better 
prediction model.

The adequacy of the prediction model was checked 
using the residuals ACF and PACF and the Ljung Box 
statistics (Q*). These statistics were introduced for ad-
equacy checking of ARIMA models by Ljung and Box in 
1978 [6]. The Q* statistics are obtained as follows:

Where rj is the residual autocorrelation at lag j, n is 
the number of residuals, and P is the number of time 
lags in the test. The p-value associated with the Q* sta-
tistic should be bigger than the specified α (p>α) in or-
der to have an adequate model.

The methodology of the current study was based on 
a previous study as a reference [20]. Excel 2016 was used 
to build the daily database of Covid-19 in the world, and 
STATA version 12 software was adopted to develop the 
ARIMA model. The statistical significance level was set 
at 0.05

Ethics

Since no primary data collection was undertaken, 
no patient or public was involved; no formal ethical as-
sessment or informed consent was required. All data 
were collected from the official website, and all data 
were fully anonymized.
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Results

As shown in Figure 1, the COVID-19 outbreak in 
South Africa and India started later than in other coun-
tries. Descriptive statistics of confirmed cases in coun-
tries during the study period are shown in Table 1. 

The data includes four iterative steps to adapt the 
ARIMA models to the time series: model assessment 
and identification, parameter estimation, diagnostic 
verification and prediction. The first step in model as-
sessment is to control whether the mean and variance 
are constant over time (stationary). The Dickey-Fuller 
and Box-Cox tests were conducted for mean and vari-
ance stationary checking. First, Box-Cox test was per-

formed for all confirmed case series in different coun-
tries. The appropriate transmission such as logarithm 
or inverse was used if they did not show stationary in 
variance. 

After data transmission, the Dickey-Fuller test was 
done on transmitted data. If the P-value of the Dick-
ey-Fuller test is bigger than 0.05, the series is non-sta-
tion in mean. Then, the difference was taken, and 
the Dickey-Fuller test was done on the first difference 
data. The results of the Dickey-Fuller test on the origi-
nal series and after difference are shown in Table 2. As 
observed, Iran, Russia and Australia became mean sta-
tions after the first difference. Other countries needed 
a second difference.

Table 1: Descriptive statistics on the number of confirmed cases of COVID-19 in different countries.

Country Number of days Mean Std. Dev. Min Max

South Africa 146 2495.40 3835.90 0 13674

USA 146 25844.14 17485.30 0 77255

Iran 146 1874.84 763.82 34 3574

Russian 146 5276.09 3824.32 0 11656

India 146 7658.93 9660.99 0 40425

Australia 146 82.562 115.51 0 497

Table 2: The Dickey-Fuller Test of the Number of confirmed cases of COVID-19.

Country
Original series First Difference Second difference

Z-Statistic P-value Z-Statistic P-value Z-Statistic P-value

South Africa 0.867 0.9926 0.754 0.8452 -17.572 0.000

USA -0.744 0.8351 -0.857 0.9936 -11.836 0.000

Iran -2.626 0.0877 -12.979 0.000 - -

Russia -1.367 0.5979 -14.012 0.000 - -

India 5.760 0.999 3.875 0.0957 -9.998 0.000

Australia -2.299 0.0749 -22.974 0.000 - -

Figure 1: The number daily confirmed COVID-19 cases in different country.
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Country
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Figure 2: Estimated autocorrelations and partial autocorrelations for orginal series and after differences for dif-
ferent country.
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Figure 2 shows the ACF and PACF plots for model 
identification. These plots demonstrate that seasonali-
ty did not affect confirmed cases of COVID-19.

Straight vertical lines on the graph are 95 percent 
confidence interval bounds. The significant Bars in 
ACF and PACF plots that extend beyond the lines deter-
mine the order of q and p in the ARIMA model. In order 
to find the best final ARIMA model, different models 
with different P and q parameters were also created. 
Likelihood ratio tests were used for comparing nested 
ARIMA models. Table 3 shows the result of different 
ARIMA models for each country. Besides the likelihood 
ratio test, the model with minimum MAPE, MAEP, 
RMSE, AIC, BIC, and higher log-likelihood was select-
ed as the best model.

Accordingly, the ARIMA (6,2,1), ARIMA (6,2,2), 
ARIMA (2,1,1), ARIMA (2,1,1), ARIMA (5,2,2), and 
ARIMA (3,1,2) models were chosen as the best mod-
els for South Africa, U.S.A, Iran, Russia, India and 
Australia (Table 3).

Table 4 shows the coefficients of chosen models for 
each country. Similar to releases, all the coefficients in 
each model were meaningful.

The overall adequacy of the models checked us-
ing Ljung-Box (Q*) statistic, (last column in Table 3) 
confirmed that the models were adequate and good 
fited for the confirmed cases of COVID-19 data in differ-
ent countries during the study period. Moreover, the 
p-values computed for each country were greater than 
the alpha value (α=0.05). The plots of residuals ACF are 
shown in the second column of Figure 3. As observed, 
the residuals are not significant at any lag. This means 
that serial correlation was not significant between the 
error terms and confirms the adequacy of the models. 
The predicted 14 days (from 20 July to 2 August) of con-
firmed cases with a 95% confidence interval are pre-
sented in Table 5.

Figure 3 shows the forecast plots of ARIMA models. 
The closest of predicted plots with actual confirmed 
data could be observed in these plots. This shows 

Figure 2: Continued.
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Country Best model parameters Coefficient Standard 
error Z-Statistic P-value

South Africa ARIMA (6,2,1)

AR (1) -0.9640 0.0742 -12.99 0.0000

AR (2) -0.6558 0.0943 -6.95 0.0000

AR (3) -0.6221 0.0618 -10.07 0.0000

AR (4) -0.83750 0.0736 -11.38 0.0000

AR (5) -0.8322 0.0934 -8.91 0.0000

AR (6) -0.3816 0.0747 -5.11 0.0000

MA (1) -0.7022 0.0760 -9.24 0.0000

USA ARIMA (6,2,2)

AR (1) -0.5104 0.1452 -3.51 0.000

AR (2) -0.6059 0.1019 -5.94 0.0000

AR (3) -0.7008 0.0805 -8.70 0.0000

AR (4) -0.7099 0.1007 -7.05 0.0000

AR (5) -0.6530 0.1030 -6.34 0.0000

AR (6) -0.3705 0.1188 -3.12 0.0002

MA (1) -0.9036 0.1492 -6.06 0.0000

MA (2) 0.4288 0.1237 3.47 0.0001

Iran ARIMA (2,1,1)

AR (1) -0.9872 0.0993 -9.94 0.0000

AR (2) -0.1542 0.0841 -1.83 0.051

MA (1) 0.9333 0.0747 12.50 0.0000

Russia ARIMA (2,1,1)

AR (1) 0.6170 0.1228 5.03 0.0000

AR (2) 0.2729 0.0533 5.12 0.0000

MA (1) -0.8006 0.1092 -7.34 0.0000

India ARIMA (5,2,2)

AR (1) 0.1499 0.1026 1.46 0.017

AR (2) -0.5424 0.0747 -7.26 0.0000

AR (3) -0.3147 0.0947 -3.32 0.0000

AR (4) -0.3705 0.0830 -4.46 0.0000

AR (5) -0.4152 0.1171 -3.54 0.0000

MA (1) -1.332 0.0747 -17.83 0.0000

MA (2) 0.7897 0.0625 12.63 0.0000

Australia ARIMA (3,1,2)

AR (1) 0.7593 0.0576 13.16 0.0000

AR (2) 0.02100 0.1410 0.15 0.042

AR (3) -0.2155 0.0942 -2.29 0.022

MA (1) -1.6522 0.0571 -28.96 0.0000

MA (2) 0.99999 0.0553 18.10 0.0000

Table 4: Parameters of best ARIMA models of different countries.
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Figure 3: Time-series forecast plots and autocorrelation plots of residual.

Model Forecast Residual ACF

South-Africa, ARIMA (6,2,1)

U.S.A., ARIMA (6,2,2)

Iran, ARIMA (2,1,1)

Russia, ARIMA (2,1,1)
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Figure 3: Continued.

Model Forecast Residual ACF

India, ARIMA (5,2,2)

Australia, ARIMA (3,1,2)

the precision of models in forecasting. Figure 3 also 
shows that all countries will have an increasing trend 
in the future after this study.

Discussion

Prevention and control of the outbreak in huge epi-
demics need effective strategies. Finding simple proce-
dures for estimating the prevalence trend is necessary 
to prepare medical equipment, finance, and prepare 
for unexpected situations. Thus, creating an effective 
forecasting model is important to help healthcare sys-
tems and governments decide on suitable strategies be-
fore being surprised. Up to now, any complex models 
have been used for predicting epidemics. A famous pro-
cedure used for predicting auto-correlated data is time 
series analysis. This method is an applicable instru-
ment in medicine, especially in forecasting the preva-
lence trend of various diseases. 

ARIMA model is one of the most popular methods 
in time series due to its simplicity and acceptable fore-

casting performance [12]. In the current study, the prev-
alence of the COVID-19 pandemic among high-preva-
lent countries in WHO’s six regions was foreseen with 
ARIMA model. To the best of our knowledge, this study 
is the first to implement ARIMA models to simultane-
ously predict the prevalence of COVID-19 in the most 
prevalent countries in WHO regions. The number of 
confirmed cases in all six countries in WHO regions is 
still increasing. While the world has spent six months 
with COVID-19 and the healthcare systems of many 
countries have become tired, now there is great con-
cern that the healthcare system capacity of these coun-
tries can respond to the referral wave of COVID-19-in-
fected patients in the future. 

Despite the latest outbreak compared to other 
countries in South Africa, the confirmed cases had in-
creasing trends from the beginning of June within a 
short time. The new cases seem to have an increasing 
trend in this country, with 1500 new cases daily. The 
U.S.A had an increasing trend with fluctuation. The 
number of infected patients had a decreasing trend 
up to mid-June, but after that, it became increasing. 
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The government should explore the change that hap-
pened during that time. They can bring everything to 
that time to better control the situation. However, the 
number of total confirmed cases in Iran is still increas-
ing. The trend of confirmed cases in Iran decreased 
from the 1st of April until mid-May and started increas-
ing till Jun 1st. After June 1st, the trend increased, but 
with the slightest slope. The May median was a critical 
time for Iran because then the growing trend contin-
ued. Confirmed daily cases in Russia had a declining 
trend compared to mid-May but increased with a gen-
tle slope. Indian daily confirmed cases had a similar 
trend to those of South Africa. Confirmed cases trend 
became increasing with a severe slope from mid-point 
of June. Australia also showed an upward trend with a 
rapid trend starting at the beginning of June. It seems 
that all countries except Russia started the first or sec-
ond increasing trends from mid-June. 

These increasing trends may be due to govern-
ments’ plans to return to normal life gradually from 
that time or may be due to warmer weather approach-
ing summertime. However, there is no downward 
trend in new confirmed cases in all of these countries. 
It appears that people are tired of observing health pro-
tocols and more days are required to reach the plateau. 
As a result, if some limitations do not return by govern-
ments, the number of daily cases will be expected to 
increase. 

Conclusions

Forecasting the disease’s prevalence is important to 
have more ready healthcare services and better allocate 
medical resources. A time series model is an important 
statistical procedure in predicting disease. In the cur-
rent study, ARIMA time series models were applied to 
the prevalence of COVID-19 in six countries most af-
fected by COVID-19 in WHO regions: South Africa, the 
U.S.A, Iran, Russia, India, and Australia. The study 
results can help governments and healthcare servic-
es plan and manage medical equipment effectively in 
these countries over the next few days. These models 
could have a real-time update to be useful for more days 
in the future. 

However, there are some limitations to this study. 
First, the data of this study came from a government 
report. Some countries may not find all infected indi-
viduals. Some factors may influence the diagnosis of 
COVID-19, such as the lack of diagnostic kits. There-
fore the daily confirmed cases may account for smaller 

than actual confirmed cases. Second, the only number 
of confirmed cases with time was considered, and the 
influence of other possible factors such as medical con-
ditions and environment were ignored.
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